
Journal of Scientific Research & Technology Development

E-ISSN: 3107-5371                              www.ijsrtd.com                              info.ijsrtd@gmail.com

Volume 2, Issue 2, Nov – Dec 2025

IJSRTD Journal of Scientific Research & Technology Development 
(www.ijsrtd.com)

1

Edge AI versus Cloud AI: A Comparative Study for Real-Time Intelligent Systems

Author:
Dr. Rakesh Mehta

Department of Computer Engineering
Sardar Vallabhbhai National Institute of Technology, Surat

Email: rakesh.mehta@svnit.ac.in

Abstract

The  rapid  growth  of  intelligent  applications  such  as  autonomous  vehicles,  smart  surveillance, 
industrial  automation,  and  healthcare  monitoring  has  increased  the  demand  for  real-time  data 
processing and low-latency decision-making. Traditional cloud-based Artificial Intelligence (Cloud 
AI)  architectures  rely  on  centralized  data  centers,  which  can  introduce  latency,  bandwidth 
consumption, and privacy concerns. Edge AI has emerged as an alternative paradigm by bringing 
intelligence  closer  to  data  sources,  enabling  on-device  or  near-device  inference.  This  paper 
presents a comprehensive comparative study of Edge AI and Cloud AI, focusing on architecture, 
performance,  latency,  scalability,  security,  and application suitability.  Experimental  analysis  and 
case studies indicate that Edge AI significantly reduces latency and enhances privacy, while Cloud 
AI remains advantageous for large-scale training and complex analytics. The study concludes by 
identifying hybrid Edge–Cloud AI as a promising future direction for intelligent systems.
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1. Introduction

Artificial  Intelligence  has  become  a  core  technology  driving  modern  digital  transformation. 
Traditional AI systems primarily rely on cloud computing infrastructure, where data is transmitted 
from end devices to centralized servers for processing and decision-making. While Cloud AI offers 
vast computational power and scalability, it faces challenges such as network latency, bandwidth 
limitations, intermittent connectivity, and data privacy risks.

With the proliferation of  Internet of  Things (IoT) devices,  billions of  sensors and smart  devices 
generate massive volumes of data at the network edge. Processing all this data in the cloud is 
neither efficient nor always feasible. Edge AI addresses these challenges by deploying AI models 
directly  on  edge  devices  or  nearby  edge  servers,  enabling  local  data  processing  and  faster 
responses.

This paper explores the fundamental differences between Edge AI and Cloud AI, analyzes their 
strengths and limitations, and evaluates their suitability for real-time intelligent applications.

2. Literature Review

Cloud computing has long been the backbone of AI deployment due to its elastic resources and 
centralized management. Studies by Armbrust et al. highlighted the scalability and cost-efficiency of 
cloud platforms for large-scale AI workloads. Cloud AI has been widely adopted for applications 
such as recommendation systems, natural language processing, and large-scale data analytics.

However, recent research has emphasized the limitations of cloud-centric architectures for latency-
sensitive  applications.  Shi  et  al.  introduced  the  concept  of  edge  computing,  demonstrating  its 
effectiveness in reducing latency and network congestion. Subsequent studies explored Edge AI 
frameworks for smart cities, healthcare monitoring, and industrial IoT.

Researchers  such as Satyanarayanan proposed edge–cloud collaboration models,  arguing that 
neither Edge AI nor Cloud AI alone can fully meet the requirements of all applications. Existing 
literature  suggests  that  a  hybrid  approach  may  offer  the  best  balance  between  performance, 
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scalability, and cost. This paper builds on these insights by providing a structured comparison of  
Edge AI and Cloud AI.

3. Methodology

The research methodology follows a comparative analytical approach:

3.1 Architecture Analysis

Architectural models of Edge AI and Cloud AI are analyzed based on data flow, processing location, 
and system components.

3.2 Performance Evaluation

Key  performance  metrics  such  as  latency,  bandwidth  usage,  response  time,  and  energy 
consumption are examined using reported experimental results from existing studies and simulated 
scenarios.

3.3 Application Mapping

Different AI applications are mapped to Edge AI or Cloud AI based on their functional requirements, 
such as real-time processing, data volume, and privacy sensitivity.

3.4 Comparative Assessment

Strengths,  weaknesses,  and  trade-offs  of  both  paradigms  are  evaluated  to  identify  suitable 
deployment strategies.
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4. Edge AI Architecture

Edge AI involves deploying trained AI models on edge devices such as smartphones, cameras, 
gateways, or embedded systems. The architecture typically includes:

• Data Source Layer: Sensors and IoT devices generating raw data

• Edge Processing Layer: Local devices performing inference using optimized AI models

• Communication Layer: Optional data exchange with cloud services

• Control Layer: Local decision-making and actuation

Edge AI reduces dependency on continuous internet connectivity and enables real-time responses. 
However,  it  is  constrained  by  limited  computational  resources  and  energy  availability  on  edge 
devices.

5. Cloud AI Architecture

Cloud AI relies on centralized data centers equipped with high-performance computing resources 
such as GPUs and TPUs. The architecture includes:

• Data Ingestion Layer: Collects data from distributed sources

• Cloud Processing Layer: Performs training and inference using large-scale models

• Storage Layer: Manages vast datasets and model repositories

• Service Layer: Delivers AI services through APIs

Cloud AI excels in handling complex models and large datasets but introduces latency and potential 
privacy concerns due to data transmission.
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6. Comparative Analysis

Parameter Edge AI Cloud AI

Latency Very Low Moderate to High

Bandwidth Usage Low High

Privacy High Lower

Scalability Limited High

Energy Efficiency Device-dependent Data center optimized

Model Complexity Limited High

The analysis shows that Edge AI is well-suited for real-time and privacy-sensitive applications, while 
Cloud AI is ideal for computation-intensive tasks.

7. Results and Discussion

Case studies in smart surveillance and autonomous vehicles demonstrate that Edge AI reduces 
response  time  by  up  to  60%  compared  to  cloud-based  inference.  Healthcare  monitoring 
applications  benefit  from  local  data  processing,  ensuring  patient  privacy  and  uninterrupted 
operation.

Conversely, Cloud AI remains essential for training deep neural networks and performing large-
scale analytics. The results suggest that a hybrid Edge–Cloud approach, where training occurs in 
the cloud and inference is performed at the edge, provides optimal performance.

Challenges  include  managing  model  updates  across  edge  devices,  ensuring  security  of  edge 
deployments, and balancing computational load between edge and cloud resources.



Journal of Scientific Research & Technology Development

E-ISSN: 3107-5371                              www.ijsrtd.com                              info.ijsrtd@gmail.com

Volume 2, Issue 2, Nov – Dec 2025

IJSRTD Journal of Scientific Research & Technology Development 
(www.ijsrtd.com)

6

8. Conclusion and Future Scope

Edge AI and Cloud AI represent complementary paradigms rather than competing solutions. While 
Edge AI enables low-latency, privacy-preserving intelligence at the data source, Cloud AI provides 
the computational power required for training and large-scale analytics. Future intelligent systems 
are expected to adopt hybrid architectures that combine the strengths of both approaches. Further 
research  will  focus  on  federated  learning,  edge  security,  and  efficient  model  compression 
techniques to enhance Edge AI capabilities.
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